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What are spurious correlations? Image classi�ers often rely on spurious cor-
relations—nonpredictive image features that frequently occur together 
with class labels in the training data. This leads to poor performance in re-
al-world situations where these spurious features are absent or di�erent.

Introduction & Motivation Methodology

To augment existing datasets with non-spurious images, ASPIRE employs a 6-step 
pipeline to generate synthetic non-spurious images.
1. Extracting Dhold from D using E: We identify the training examples correctly clas-

si�ed by E and randomly select a small percentage p% to form Dhold. These 
images contain spurious correlations.

2. Image Captioning on Dhold: We generate textual descriptions for each image in 
Dhold to capture foreground and background information.

3. Extracting objects and backgrounds from captions: We prompt an LLM to ex-
tract the phrases corresponding to foreground objects and the background in 
the generated captions.

4. Identifying spurious foreground and background objects: We remove the ob-
jects and the backgrounds one by one using image-editing tools and ask    to 
classify it. We collect the edited images that resulted in a wrong prediction. 

5. Non-spurious augmentation generation:  We �rst �ne-tune an image genera-
tion model with textual inversion (Gal at al.) on the edited images from the previ-
ous step. We then prompt this model to generate non-spurious  images.

6. Re-training the base classi�er E::  We add the generated non-spurious images to 
the training dataset and re-train the image classi�er to improve its robustness.

Quantitative Results & GradCam Visualizations Qualitative Results

Examples of Original Images, Edited Images from the ASPIRE pipeline and Generated 
Augmentations. 

ASPIRE substantially improves the worst-group accuracy of all baselines.

Paper and Code

GradCAM visualizations before (left) and after (right) augmentation 
for ImageNet classes VollyeBall (top) Balance Beam (bottom).
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Contribution: We present ASPIRE (Language-Guided Data Augmentation 
for SPurIous Correlation REmoval) that supplments the data with synthet-
ic non-spurious images for learning a robust classi�er. ASPIRE employs lan-
guage-guidance at various steps and does not require existing non-spuri-
ous images or group labels for synthetic data generation.


