
DALE :
Generative Data Augmentation for Low Resource Legal NLP

                                  Sreyan Ghosh1, Chandra Kiran Everu1, Sonal Kumar1, S Rameshwaram1, S Sakshi2, Utkarsh Tyagi11,  Dinesh Manocha1
1University of Maryland, College Park, 2UMass Amherst

Motivation: Legal documents, with its complex semantics, morphology, 
and syntax,  does not bene�t from data augmentations that merely re-
phrase the source sentence.

Solution: We present DALE,  a novel and e�ective generative Data Aug-
mentation framework for lowresource LEgal NLP. DALE, built on an Enco-
derDecoder Language Model, is pre-trained on a novel unsupervised 
text denoising objective based on selective masking - our masking strat-
egy exploits the domain-speci�c language characteristics of templatized 
legal documents to mask collocated spans of text.

Introduction Method

 To modify the existing or introduce a novel context in legal documents 
while maintaining the formal legal style and plausibility of events in 
the generated context, DALE, like a legal practitioner, should possess 
both broad legal knowledge and knowledge of legalese.

1. Correlated Span Extraction: We extract all correlated spans from a 
legal corpus using a novel discounted PMI formulation.

2.  Optimal Context Selection: We shorten a legal document by select-
ing only the top-k sentences that are the most relevant to the docu-
ment and removing the rest.

3. Ranking and Template Creation: We rank all the spans based on their 
importance and length using our novel scoring metric. Finally, we 
create a template by retaining the top-p spans and masking all other 
spans with with added randomness.

Quantitative Results

#Gold 100 200 500 1000 100 200 500 1000 100 200 500 1000 100 200 500 1000 100 200 500 1000
Dataset OTS-TOPICS EUR-LEX ECtHR-A ECtHR-B UNFAIR-ToS

Gold-only 0.10 11.47 51.16 53.87 8.68 4.30 10.32 42.26 25.26 27.30 17.14 31.52 37.69 47.47 44.89 50.98 0.10 33.88 70.02 76.21
EDA 9.72 38.43 37.56 46.99 12.11 22.93 49.26 51.54 10.10 35.64 41.91 49.67 43.01 48.70 56.32 59.40 13.93 26.31 72.15 78.14
Legal-EDA 10.10 39.15 40.40 50.48 12.45 23.61 51.24 53.27 12.24 36.75 43.89 52.93 43.86 54.72 57.71 61.53 15.86 27.54 72.98 78.69
SSMBA 10.41 15.28 47.31 52.63 4.10 21.32 45.67 48.70 7.55 18.10 34.39 37.58 35.32 45.43 48.08 52.65 6.53 18.21 63.96 68.59
AEDA 14.06 52.63 60.29 72.32 3.07 33.33 50.33 52.21 28.12 30.94 32.29 45.48 39.15 50.85 50.48 51.26 8.08 52.34 70.48 73.67
SMERTI 3.41 17.90 57.26 60.54 6.62 27.86 44.45 47.68 28.51 22.61 23.43 38.59 38.43 51.02 52.07 53.71 20.46 47.31 59.38 69.27
BackTrans 8.26 37.44 47.47 50.85 5.03 19.63 37.86 42.65 14.73 17.37 35.36 39.41 37.61 49.88 50.77 52.83 12.84 39.28 46.51 62.64
C-MLM 3.85 17.95 58.54 61.45 7.17 28.21 45.04 47.85 27.95 23.24 23.89 39.23 39.46 52.17 53.26 54.68 20.42 48.52 59.87 69.62
GENIUS 25.58 54.31 63.71 67.29 5.79 34.03 53.19 57.95 28.68 28.66 36.38 43.67 40.40 44.03 50.54 54.29 11.20 47.18 67.71 75.79
ChatGPT 23.42 53.31 62.17 65.87 5.52 33.22 52.21 56.45 27.52 27.89 34.03 41.83 39.61 43.12 49.76 53.87 10.78 44.62 65.87 72.91
Falcon 12.36 37.84 48.66 51.74 5.11 22.02 46.19 49.03 17.68 20.39 35.81 38.62 36.12 46.53 47.27 53.85 5.44 16.10 62.82 67.51
DALE-BART 25.77 54.01 58.29 68.04 12.32 34.39 53.65 56.27 23.01 35.68 40.13 52.47 43.91 52.76 54.58 60.24 18.43 46.60 68.21 75.04
DALE-pt 24.58 52.17 58.18 69.97 11.50 29.51 51.63 53.12 24.19 33.87 40.87 48.85 42.97 51.67 51.63 59.23 18.54 47.59 63.21 73.56
DALE-ft 24.63 53.22 59.64 70.15 11.61 33.54 52.38 57.62 24.21 34.76 41.78 51.65 43.33 53.74 55.12 60.95 19.11 48.71 67.42 74.86
DALE (ours) 33.91 61.23 71.56 73.24 13.50 37.93 55.99 59.45 29.43 37.57 44.38 55.72 46.72 56.13 59.18 64.01 22.32 54.62 74.84 82.98

Table 2: Results for Multi-label classification. DALE outperforms baselines by 1%-49.8%.

#Gold 100 200 500 1000 100 200 500 1000 100 200 500 1000 100 200 500 1000
LEDGAR ILDC SCOTUS OTS

Gold-only 22.65 61.39 71.43 75.13 51.48 54.24 55.83 58.03 63.69 65.93 70.75 75.92 66.72 68.59 70.21 72.54
EDA 42.65 59.31 72.34 75.76 49.76 49.83 59.32 61.72 53.00 61.57 72.51 73.29 68.93 69.66 72.13 73.28
Legal-EDA 53.00 60.57 73.28 76.72 52.15 52.23 60.38 62.27 55.21 61.39 73.69 75.57 69.51 71.67 76.31 79.72
SSMBA 47.86 60.34 70.06 74.21 47.62 50.21 58.53 60.12 43.00 60.57 72.51 76.26 60.12 70.17 75.47 76.04
AEDA 46.99 58.06 71.01 75.35 48.93 49.62 56.36 59.05 62.15 62.65 71.24 73.55 61.29 67.08 74.26 81.26
SMERTI 33.23 60.65 62.24 67.25 42.34 44.82 51.27 58.73 63.78 66.71 70.92 71.57 66.99 68.72 76.58 80.58
BackTrans 51.23 58.96 63.84 69.04 40.72 41.33 59.18 62.01 42.01 45.63 57.22 67.56 59.69 65.81 66.23 71.53
C-MLM 34.12 60.95 63.11 68.15 43.18 45.65 52.01 58.98 61.56 65.54 71.25 71.95 67.05 68.97 77.52 79.62
GENIUS 48.76 62.14 71.17 74.48 51.35 54.26 53.39 52.14 59.42 61.71 63.14 70.28 66.71 68.65 76.20 79.73
GPT3-Mix 30.37 58.74 61.62 66.44 41.87 43.73 50.45 57.52 63.42 65.82 70.87 71.03 66.73 67.53 77.07 79.21
PromDA 45.76 51.24 65.40 68.27 41.30 43.08 49.21 51.27 44.59 53.86 59.72 61.58 63.72 65.73 70.38 73.28
ChatGPT 46.87 61.18 70.41 73.92 50.74 52.93 52.34 51.21 58.69 60.56 62.81 69.40 65.01 67.88 75.32 78.19
Falcon 43.07 58.32 68.48 73.62 46.29 48.27 57.83 58.03 42.11 59.83 60.32 70.54 59.19 66.25 73.17 75.08
DALE-BART 50.95 57.90 64.28 70.87 52.26 51.54 54.31 62.68 60.01 65.27 62.02 72.13 69.12 70.89 71.99 77.97
DALE-pt 48.26 55.39 65.27 67.94 52.02 51.87 57.26 58.51 59.61 63.25 66.72 68.85 69.93 70.21 73.68 75.89
DALE-ft 52.01 58.67 68.38 72.24 52.14 53.88 58.15 61.92 59.70 64.62 65.46 72.41 68.85 70.91 74.31 77.58
DALE (ours) 55.13 63.76 74.89 78.36 54.47 55.95 62.45 63.11 65.85 67.86 74.89 78.96 71.64 72.89 77.74 83.75

Table 3: Results for Multi-class classification. DALE outperforms baselines by 1%-49.8%.

datasets. For MLC, we experiment on ECtHR Task
A and B (Chalkidis et al., 2019, 2021b), EUR-
LEX (Chalkidis et al., 2021a), UNFAIR-ToS (Lippi
et al., 2019) and OTS-CT (Drawzeski et al., 2021)
datasets. For NER, we experiment on EDGAR (Au
et al., 2022), and the Indian-Legal-NER (Kalamkar
et al., 2022) datasets. For RR, we experiment on
the BUILD dataset (Malik et al., 2022). Finally, for
DLI, we experiment on the ContractNLI (Koreeda
and Manning, 2021). We perform class-balanced
sampling to create low-resource splits and down-
sample the dev set accordingly. Dataset statistics
are in Appendix H. We report micro-averaged F1
scores averaged across 3 runs for 3 random seeds.

4.2 Experimental Setup

DALE. As mentioned earlier, we use BART-large
(Lewis et al., 2019) as our encoder-decoder model
for training DALE. We detail in Appendix E why
we think BARTlarge is the most suitable for our task
and setup. We pre-train DALE for 5 epochs using
Adam optimizer with a learning rate of 1e−5 and

a batch size of 32. We use the same setting for
fine-tuning DALE but with a learning rate of 1e−3.

Downstream Task-Specific Setups. For down-
stream task-specific evaluation, we fine-tune legal-
longformerlarge (Chalkidis* et al., 2023). For fine-
tuning legal-longformerlarge, we fine-tune for 20
epochs with a batch size of 16 using Adam opti-
mizer with a learning rate of 1e−5.

Details about the hyper-parameter setup for our
experiments can be found in Appendix B including
hyper-parameter tuning experiments.

4.3 Baselines

Details on the working of each baseline can be
found in Appendix F.
Gold-only Baseline. This baseline is common
across tasks and uses only gold data without any
additional augmentations.
Classification Baselines. For MLC, we compare
DALE against EDA (Wei and Zou, 2019), Legal-
EDA (Perçin et al., 2022), GENIUS(-ft) (Guo et al.,

Table 7: Comparison of augmentations generated by DALE and all other baselines for the UNFAIR TOS dataset. All
augmentations were generated in a low-resource setting (500). Each augmentation was marked by a law student on
3 parameters: (1) If the augmentation is coherent, (2) If it adds new plausible context, and (3) if it is label-consistent
and matches the underlying data distribution. We present the results of the study as �or �next to each augmentation
in the same order as above. Pink signifies the change from the Original. More examples can be found in Table 18.

UNFAIR ToS

Original The most recent version of this agreement will be posted on the services under settings and
also on gotinder.com, and you should regularly check for the most recent version.

EDA recent version of this agreement will be posted on the services under settings and also on
gotinder com and you should regularly check for the most recent version � � �

AEDA the most ; recent version of ; this agreement will be posted on the , services under settings
and also on gotinder.com . , and you should regularly check for the most recent version . , �

� �

SMERTI This most recent version of Windows will be posted on power under settings available on
gotinder. , and you should regularly check our most recent version. � � �

GENIUS The terms of this agreement will be contingent on the services they provide. For more infor-
mation, please visit www.sos.gov. � � �

ChatGPT The latest edition of this agreement will be made available on the services, specifically under
the settings section and on gotinder.com. It is advisable to frequently review the most recent
version. � � �

Falcon The most recent version of this agreement will be posted on the services under settings and
also on gotinder.com, and you should regularly check for the most recent version. � � �

DALE-
pt

The most recent version of this agreement shall be accepted as the most recent amendment .
� � �

DALE-
ft

the most recent version of this agreement will be posted on the services under settings and
also on gotinder.com, and you should regularly check for the most most recent versions. �

� �

DALE The most recent version of this agreement will be posted on the services’s website at
https://www.adr.nianticlabs.com/ where you can download and view the services, and you
should be aware that this is not a guarantee that the services will be up to code or up to date,
and we reserve the right to discontinue using the services at any time. � � �

5 Conclusion

This paper presents DALE, a novel generative data
augmentation framework for low-resource legal
NLP. We evaluate DALE on 13 datasets spanning
across 6 tasks under 4 low-resource settings and
show that DALE outperforms all prior art quantita-
tively and qualitatively by a significant margin.
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Limitations and Future Work

In this section, we list down some potential limita-
tions of DALE:

1. DALE is still restricted to generating aug-
mentations for legal datasets that consist of
documents only in English. Though English
is prevalent in the legal literature across do-
mains and genres, recent work shows the im-
portance of multi-lingual legal language mod-
eling (Niklaus et al., 2023). As part of future
work, we would like to overcome this short-
coming by introducing multi-lingual DALE.

2. At extreme low-resource scenarios, DALE ac-
companied by optional fine-tuning might be
prone to over-fitting, generating almost simi-
lar augmentations. Though using pre-trained
DALE can overcome this problem, our ex-
periments clearly show the benefits of fine-
tuning. Thus, as part of future work, we would

#Gold 100 200 500 1000 100 200 100 200

Dataset CaseHOLD BUILD-RR ContractNLI

Gold-only 33.92 66.38 70.06 70.80 74.62 78.24 72.03 82.06
EDA 56.38 64.71 66.42 69.45 77.33 81.83 73.92 75.40
AEDA 57.96 65.10 69.12 70.05 77.95 82.01 77.24 83.02
SSMBA 62.01 67.65 69.59 69.75 77.77 81.66 76.27 82.93
SMERTI 56.52 64.13 69.15 69.85 77.42 80.65 76.23 81.95
BackTrans 55.69 65.72 69.29 69.74 77.59 81.08 75.98 81.19
GENIUS 55.84 61.37 64.17 68.20 78.99 79.30 77.28 81.28
ChatGPT 54.67 60.83 62.57 67.59 77.32 78.37 76.29 80.10
Falcon 52.57 58.76 62.41 63.22 75.11 77.61 75.17 77.54
DALE-BART 61.21 66.09 67.91 70.64 78.59 80.01 76.56 81.27
DALE-pt 59.25 65.69 67.81 69.70 78.15 79.01 76.97 80.55
DALE-ft 60.31 66.56 68.46 70.15 78.50 79.72 77.10 81.73
DALE (ours) 63.71 68.14 71.53 72.70 81.83 83.04 79.26 85.13

Table 4: Results for MCQA (CaseHOLD), RR (BUILD-RR),
and DLI (ContractNLI). DALE outperforms by 0.5%-29.8%.

2022a), SSMBA (Ng et al., 2020b), AEDA (Karimi
et al., 2021), SMERTI (Feng et al., 2019), Back-
Trans (Yu et al., 2018), C-MLM (Kumar et al.,
2020), ChatGPT (Dai et al., 2023) and instruction-
tuned Falcon (Penedo et al., 2023). For MCC, we
add to this list GPT3-Mix (Yoo et al., 2021) and
PromDA (Wang et al., 2022). Since GENIUS and
C-MLM involve pre-training, we pre-trained it on
our data with their respective masking algorithms.
Other Task Baselines For NER, we compare
DALE against LwTR (Dai and Adel, 2020), DAGA
(Ding et al., 2020), MulDA (Liu et al., 2021),
MELM (Zhou et al., 2022b), PromDA , ChatGPT
and instruction-tuned Falcon. For RR, DLI and
MCQA, we compare DALE against EDA, GE-
NIUS, SSMBA, AEDA, and BackTrans.
DALE Ablations. To evaluate the effectiveness
of the core steps in the DALE augmentation
framework, we also compare DALE with other
baselines on DALE-pt (augmentations generated
with only a pre-trained DALE without any fine-
tuning) and DALE-ft (augmentations generated
with only a fine-tuned Legal-BART without DALE
Pre-training). DALE-BART is DALE pre-trained
on Pile-of-Law with random masking. We provide
additional results in Appendix B.

4.4 Results

Quantitative Comparison. Table 3 compares the
performance of DALE with other baselines on
MCC (top-row) and MLC (bottom-row). DALE
outperforms baselines with absolute improvements
in the range of 1%-32.5% for MLC and 1%-49.8%
for MCC. Table 5 compares the performance of
DALE with other baselines on NER. DALE outper-
forms baselines with absolute improvements in the
range of 1%-39.6%. Table 4 compares the perfor-

#Gold 100 200 500 1000 100 200 500 1000

Baselines EDGAR INDIAN LEGAL NER

Gold-only 0.75 0.27 34.86 57.84 8.41 13.61 33.28 42.6
LwTR 22.10 36.84 50.33 54.15 12.53 17.87 35.54 44.15
DAGA 13.21 24.54 36.15 42.58 5.13 14.52 26.13 31.74
MulDA 8.17 21.33 42.61 50.16 13.75 19.28 31.96 40.69
MR 19.13 36.62 50.95 58.33 18.62 25.26 43.14 49.68
MELM 12.32 24.35 48.72 60.59 14.55 21.69 38.73 48.64
GENIUS 13.79 28.44 50.93 62.69 19.05 29.28 48.72 53.61
PromDA 10.10 27.31 45.77 55.62 16.46 26.91 45.34 44.62
ChatGPT 12.65 26.32 49.25 60.67 18.24 27.58 46.44 51.41
Falcom 11.24 25.71 48.69 59.84 18.11 26.23 43.05 49.38
DALE-BART 17.76 34.20 48.71 57.99 16.43 29.19 46.03 49.96
DALE-pt 18.38 33.12 47.67 53.67 17.25 27.86 45.57 48.28
DALE-ft 19.10 35.39 48.20 58.74 17.65 28.32 46.71 49.98
DALE (ours) 23.65 39.82 55.99 64.32 21.31 32.47 49.93 54.27

Table 5: Results for NER. DALE outperforms by 1% - 39.6%.

Method Perplexity(↓) Diversity(↑) Diversity-L(↑) Perplexity(↓) Diversity(↑) Diversity-L(↑)

200 500

EDA 82.22 12.49 83.48 86.14 12.72 86.28
Legal-EDA 55.38 25.71 13.51 58.92 26.70 14.26
SSMBA 37.96 54.74 17.74 37.84 56.85 19.29
AEDA 26.93 2.17 176.68 27.05 13.67 145.13
SMERTI 28.56 56.84 13.76 29.20 59.62 14.58
BackTrans 27.94 45.05 27.62 27.85 49.05 28.62
C-MLM 50.39 41.04 23.85 51.69 44.86 25.69
GENIUS 24.37 106.08 226.65 24.65 105.04 278.64
GPT3-Mix 52.76 42.21 29.74 53.21 45.73 33.68
PromDA 174.67 65.69 15.74 187.68 73.93 16.84
LWTR 481.34 86.91 49.87 413.66 76.37 21.42
MR 82.72 75.65 29.23 79.65 81.46 32.76
MELM 211.94 12.49 83.48 183.23 12.72 86.28
ChatGPT 26.29 64.31 32.85 26.17 66.94 35.85
Falcon 45.24 13.64 17.63 44.97 15.74 18.59
DALE-BART 20.36 172.54 222.37 21.65 193.32 231.86
DALE-pt 58.09 66.99 260.00 60.12 59.84 294.05
DALE-ft 18.75 149.77 219.22 20.21 156.54 200.99
DALE (ours) 18.63 175.38 227.39 18.44 194.20 234.86

Table 6: Quantitative evaluation of generation quality on the
measures of perplexity, token diversity (Diversity), and length
diversity (Diversity-L). DALE outperforms all our baselines.

mance of DALE with other baselines on MCQA,
RR, and DLI. DALE outperforms baselines with
absolute improvements in the range of 0.5%-29.8%
in MCQA, 1%-7.2% in RR, and 2%-9.7% in DLI.
DALE-BART performs similarly to DALE-ft and
is inferior to DALE, thereby showing the ineffec-
tiveness of random masking for the legal domain.

Qualitative Comparison. Table 6 compares the
generation quality of DALE with all our baselines
(averaged baseline-wise across all tasks and splits)
on the measures of perplexity (Jelinek et al., 1977),
diversity (average number of new tokens intro-
duced in R augmentations) and length diversity
(average absolute difference in length of source and
R augmentations). DALE outperforms most of our
baselines in all settings. DALE-pt generates more
diverse augmentations but at the cost of not main-
taining underlying data distribution. Beyond Table
1, Table 18 provides more augmentation examples.
Contrary to our baselines, that are too conservative
or too aggressive, DALE, especially for long doc-
uments, generates augmentations that are diverse,
coherent, and consistent with the source label.

DALE outperforms all the baselines quantitatively on 13 datasets spanning                                                                      
6 tasks and 4 low-resource settings.

EMNLP 2023
Paper: https://arxiv.org/pdf/2310.15799v1.pdf
Code: https://github.com/Sreyan88/DALE
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Qualitative Results

#Gold 100 200 500 1000 100 200 100 200

Dataset CaseHOLD BUILD-RR ContractNLI

Gold-only 33.92 66.38 70.06 70.80 74.62 78.24 72.03 82.06
EDA 56.38 64.71 66.42 69.45 77.33 81.83 73.92 75.40
AEDA 57.96 65.10 69.12 70.05 77.95 82.01 77.24 83.02
SSMBA 62.01 67.65 69.59 69.75 77.77 81.66 76.27 82.93
SMERTI 56.52 64.13 69.15 69.85 77.42 80.65 76.23 81.95
BackTrans 55.69 65.72 69.29 69.74 77.59 81.08 75.98 81.19
GENIUS 55.84 61.37 64.17 68.20 78.99 79.30 77.28 81.28
ChatGPT 54.67 60.83 62.57 67.59 77.32 78.37 76.29 80.10
Falcon 52.57 58.76 62.41 63.22 75.11 77.61 75.17 77.54
DALE-BART 61.21 66.09 67.91 70.64 78.59 80.01 76.56 81.27
DALE-pt 59.25 65.69 67.81 69.70 78.15 79.01 76.97 80.55
DALE-ft 60.31 66.56 68.46 70.15 78.50 79.72 77.10 81.73
DALE (ours) 63.71 68.14 71.53 72.70 81.83 83.04 79.26 85.13

Table 4: Results for MCQA (CaseHOLD), RR (BUILD-RR),
and DLI (ContractNLI). DALE outperforms by 0.5%-29.8%.

2022a), SSMBA (Ng et al., 2020b), AEDA (Karimi
et al., 2021), SMERTI (Feng et al., 2019), Back-
Trans (Yu et al., 2018), C-MLM (Kumar et al.,
2020), ChatGPT (Dai et al., 2023) and instruction-
tuned Falcon (Penedo et al., 2023). For MCC, we
add to this list GPT3-Mix (Yoo et al., 2021) and
PromDA (Wang et al., 2022). Since GENIUS and
C-MLM involve pre-training, we pre-trained it on
our data with their respective masking algorithms.
Other Task Baselines For NER, we compare
DALE against LwTR (Dai and Adel, 2020), DAGA
(Ding et al., 2020), MulDA (Liu et al., 2021),
MELM (Zhou et al., 2022b), PromDA , ChatGPT
and instruction-tuned Falcon. For RR, DLI and
MCQA, we compare DALE against EDA, GE-
NIUS, SSMBA, AEDA, and BackTrans.
DALE Ablations. To evaluate the effectiveness
of the core steps in the DALE augmentation
framework, we also compare DALE with other
baselines on DALE-pt (augmentations generated
with only a pre-trained DALE without any fine-
tuning) and DALE-ft (augmentations generated
with only a fine-tuned Legal-BART without DALE
Pre-training). DALE-BART is DALE pre-trained
on Pile-of-Law with random masking. We provide
additional results in Appendix B.

4.4 Results

Quantitative Comparison. Table 3 compares the
performance of DALE with other baselines on
MCC (top-row) and MLC (bottom-row). DALE
outperforms baselines with absolute improvements
in the range of 1%-32.5% for MLC and 1%-49.8%
for MCC. Table 5 compares the performance of
DALE with other baselines on NER. DALE outper-
forms baselines with absolute improvements in the
range of 1%-39.6%. Table 4 compares the perfor-

#Gold 100 200 500 1000 100 200 500 1000

Baselines EDGAR INDIAN LEGAL NER

Gold-only 0.75 0.27 34.86 57.84 8.41 13.61 33.28 42.6
LwTR 22.10 36.84 50.33 54.15 12.53 17.87 35.54 44.15
DAGA 13.21 24.54 36.15 42.58 5.13 14.52 26.13 31.74
MulDA 8.17 21.33 42.61 50.16 13.75 19.28 31.96 40.69
MR 19.13 36.62 50.95 58.33 18.62 25.26 43.14 49.68
MELM 12.32 24.35 48.72 60.59 14.55 21.69 38.73 48.64
GENIUS 13.79 28.44 50.93 62.69 19.05 29.28 48.72 53.61
PromDA 10.10 27.31 45.77 55.62 16.46 26.91 45.34 44.62
ChatGPT 12.65 26.32 49.25 60.67 18.24 27.58 46.44 51.41
Falcom 11.24 25.71 48.69 59.84 18.11 26.23 43.05 49.38
DALE-BART 17.76 34.20 48.71 57.99 16.43 29.19 46.03 49.96
DALE-pt 18.38 33.12 47.67 53.67 17.25 27.86 45.57 48.28
DALE-ft 19.10 35.39 48.20 58.74 17.65 28.32 46.71 49.98
DALE (ours) 23.65 39.82 55.99 64.32 21.31 32.47 49.93 54.27

Table 5: Results for NER. DALE outperforms by 1% - 39.6%.

Method Perplexity(↓) Diversity(↑) Diversity-L(↑) Perplexity(↓) Diversity(↑) Diversity-L(↑)

200 500

EDA 82.22 12.49 83.48 86.14 12.72 86.28
Legal-EDA 55.38 25.71 13.51 58.92 26.70 14.26
SSMBA 37.96 54.74 17.74 37.84 56.85 19.29
AEDA 26.93 2.17 176.68 27.05 13.67 145.13
SMERTI 28.56 56.84 13.76 29.20 59.62 14.58
BackTrans 27.94 45.05 27.62 27.85 49.05 28.62
C-MLM 50.39 41.04 23.85 51.69 44.86 25.69
GENIUS 24.37 106.08 226.65 24.65 105.04 278.64
GPT3-Mix 52.76 42.21 29.74 53.21 45.73 33.68
PromDA 174.67 65.69 15.74 187.68 73.93 16.84
LWTR 481.34 86.91 49.87 413.66 76.37 21.42
MR 82.72 75.65 29.23 79.65 81.46 32.76
MELM 211.94 12.49 83.48 183.23 12.72 86.28
ChatGPT 26.29 64.31 32.85 26.17 66.94 35.85
Falcon 45.24 13.64 17.63 44.97 15.74 18.59
DALE-BART 20.36 172.54 222.37 21.65 193.32 231.86
DALE-pt 58.09 66.99 260.00 60.12 59.84 294.05
DALE-ft 18.75 149.77 219.22 20.21 156.54 200.99
DALE (ours) 18.63 175.38 227.39 18.44 194.20 234.86

Table 6: Quantitative evaluation of generation quality on the
measures of perplexity, token diversity (Diversity), and length
diversity (Diversity-L). DALE outperforms all our baselines.

mance of DALE with other baselines on MCQA,
RR, and DLI. DALE outperforms baselines with
absolute improvements in the range of 0.5%-29.8%
in MCQA, 1%-7.2% in RR, and 2%-9.7% in DLI.
DALE-BART performs similarly to DALE-ft and
is inferior to DALE, thereby showing the ineffec-
tiveness of random masking for the legal domain.

Qualitative Comparison. Table 6 compares the
generation quality of DALE with all our baselines
(averaged baseline-wise across all tasks and splits)
on the measures of perplexity (Jelinek et al., 1977),
diversity (average number of new tokens intro-
duced in R augmentations) and length diversity
(average absolute difference in length of source and
R augmentations). DALE outperforms most of our
baselines in all settings. DALE-pt generates more
diverse augmentations but at the cost of not main-
taining underlying data distribution. Beyond Table
1, Table 18 provides more augmentation examples.
Contrary to our baselines, that are too conservative
or too aggressive, DALE, especially for long doc-
uments, generates augmentations that are diverse,
coherent, and consistent with the source label.

#Gold 100 200 500 1000 100 200 100 200

Dataset CaseHOLD BUILD-RR ContractNLI

Gold-only 33.92 66.38 70.06 70.80 74.62 78.24 72.03 82.06
EDA 56.38 64.71 66.42 69.45 77.33 81.83 73.92 75.40
AEDA 57.96 65.10 69.12 70.05 77.95 82.01 77.24 83.02
SSMBA 62.01 67.65 69.59 69.75 77.77 81.66 76.27 82.93
SMERTI 56.52 64.13 69.15 69.85 77.42 80.65 76.23 81.95
BackTrans 55.69 65.72 69.29 69.74 77.59 81.08 75.98 81.19
GENIUS 55.84 61.37 64.17 68.20 78.99 79.30 77.28 81.28
ChatGPT 54.67 60.83 62.57 67.59 77.32 78.37 76.29 80.10
Falcon 52.57 58.76 62.41 63.22 75.11 77.61 75.17 77.54
DALE-BART 61.21 66.09 67.91 70.64 78.59 80.01 76.56 81.27
DALE-pt 59.25 65.69 67.81 69.70 78.15 79.01 76.97 80.55
DALE-ft 60.31 66.56 68.46 70.15 78.50 79.72 77.10 81.73
DALE (ours) 63.71 68.14 71.53 72.70 81.83 83.04 79.26 85.13

Table 4: Results for MCQA (CaseHOLD), RR (BUILD-RR),
and DLI (ContractNLI). DALE outperforms by 0.5%-29.8%.

2022a), SSMBA (Ng et al., 2020b), AEDA (Karimi
et al., 2021), SMERTI (Feng et al., 2019), Back-
Trans (Yu et al., 2018), C-MLM (Kumar et al.,
2020), ChatGPT (Dai et al., 2023) and instruction-
tuned Falcon (Penedo et al., 2023). For MCC, we
add to this list GPT3-Mix (Yoo et al., 2021) and
PromDA (Wang et al., 2022). Since GENIUS and
C-MLM involve pre-training, we pre-trained it on
our data with their respective masking algorithms.
Other Task Baselines For NER, we compare
DALE against LwTR (Dai and Adel, 2020), DAGA
(Ding et al., 2020), MulDA (Liu et al., 2021),
MELM (Zhou et al., 2022b), PromDA , ChatGPT
and instruction-tuned Falcon. For RR, DLI and
MCQA, we compare DALE against EDA, GE-
NIUS, SSMBA, AEDA, and BackTrans.
DALE Ablations. To evaluate the effectiveness
of the core steps in the DALE augmentation
framework, we also compare DALE with other
baselines on DALE-pt (augmentations generated
with only a pre-trained DALE without any fine-
tuning) and DALE-ft (augmentations generated
with only a fine-tuned Legal-BART without DALE
Pre-training). DALE-BART is DALE pre-trained
on Pile-of-Law with random masking. We provide
additional results in Appendix B.

4.4 Results

Quantitative Comparison. Table 3 compares the
performance of DALE with other baselines on
MCC (top-row) and MLC (bottom-row). DALE
outperforms baselines with absolute improvements
in the range of 1%-32.5% for MLC and 1%-49.8%
for MCC. Table 5 compares the performance of
DALE with other baselines on NER. DALE outper-
forms baselines with absolute improvements in the
range of 1%-39.6%. Table 4 compares the perfor-

#Gold 100 200 500 1000 100 200 500 1000

Baselines EDGAR INDIAN LEGAL NER

Gold-only 0.75 0.27 34.86 57.84 8.41 13.61 33.28 42.6
LwTR 22.10 36.84 50.33 54.15 12.53 17.87 35.54 44.15
DAGA 13.21 24.54 36.15 42.58 5.13 14.52 26.13 31.74
MulDA 8.17 21.33 42.61 50.16 13.75 19.28 31.96 40.69
MR 19.13 36.62 50.95 58.33 18.62 25.26 43.14 49.68
MELM 12.32 24.35 48.72 60.59 14.55 21.69 38.73 48.64
GENIUS 13.79 28.44 50.93 62.69 19.05 29.28 48.72 53.61
PromDA 10.10 27.31 45.77 55.62 16.46 26.91 45.34 44.62
ChatGPT 12.65 26.32 49.25 60.67 18.24 27.58 46.44 51.41
Falcom 11.24 25.71 48.69 59.84 18.11 26.23 43.05 49.38
DALE-BART 17.76 34.20 48.71 57.99 16.43 29.19 46.03 49.96
DALE-pt 18.38 33.12 47.67 53.67 17.25 27.86 45.57 48.28
DALE-ft 19.10 35.39 48.20 58.74 17.65 28.32 46.71 49.98
DALE (ours) 23.65 39.82 55.99 64.32 21.31 32.47 49.93 54.27

Table 5: Results for NER. DALE outperforms by 1% - 39.6%.

Method Perplexity(↓) Diversity(↑) Diversity-L(↑) Perplexity(↓) Diversity(↑) Diversity-L(↑)

200 500

EDA 82.22 12.49 83.48 86.14 12.72 86.28
Legal-EDA 55.38 25.71 13.51 58.92 26.70 14.26
SSMBA 37.96 54.74 17.74 37.84 56.85 19.29
AEDA 26.93 2.17 176.68 27.05 13.67 145.13
SMERTI 28.56 56.84 13.76 29.20 59.62 14.58
BackTrans 27.94 45.05 27.62 27.85 49.05 28.62
C-MLM 50.39 41.04 23.85 51.69 44.86 25.69
GENIUS 24.37 106.08 226.65 24.65 105.04 278.64
GPT3-Mix 52.76 42.21 29.74 53.21 45.73 33.68
PromDA 174.67 65.69 15.74 187.68 73.93 16.84
LWTR 481.34 86.91 49.87 413.66 76.37 21.42
MR 82.72 75.65 29.23 79.65 81.46 32.76
MELM 211.94 12.49 83.48 183.23 12.72 86.28
ChatGPT 26.29 64.31 32.85 26.17 66.94 35.85
Falcon 45.24 13.64 17.63 44.97 15.74 18.59
DALE-BART 20.36 172.54 222.37 21.65 193.32 231.86
DALE-pt 58.09 66.99 260.00 60.12 59.84 294.05
DALE-ft 18.75 149.77 219.22 20.21 156.54 200.99
DALE (ours) 18.63 175.38 227.39 18.44 194.20 234.86

Table 6: Quantitative evaluation of generation quality on the
measures of perplexity, token diversity (Diversity), and length
diversity (Diversity-L). DALE outperforms all our baselines.

mance of DALE with other baselines on MCQA,
RR, and DLI. DALE outperforms baselines with
absolute improvements in the range of 0.5%-29.8%
in MCQA, 1%-7.2% in RR, and 2%-9.7% in DLI.
DALE-BART performs similarly to DALE-ft and
is inferior to DALE, thereby showing the ineffec-
tiveness of random masking for the legal domain.

Qualitative Comparison. Table 6 compares the
generation quality of DALE with all our baselines
(averaged baseline-wise across all tasks and splits)
on the measures of perplexity (Jelinek et al., 1977),
diversity (average number of new tokens intro-
duced in R augmentations) and length diversity
(average absolute difference in length of source and
R augmentations). DALE outperforms most of our
baselines in all settings. DALE-pt generates more
diverse augmentations but at the cost of not main-
taining underlying data distribution. Beyond Table
1, Table 18 provides more augmentation examples.
Contrary to our baselines, that are too conservative
or too aggressive, DALE, especially for long doc-
uments, generates augmentations that are diverse,
coherent, and consistent with the source label.

Orig: Did the superior court abuse its discretion in dismissing Morgans appeal for failure to exhaust administrative 
remedies ? 

Preserves 
Hints 

Avoids 
Randomness 

RM: <mask>  abuse  <mask>  discretion  <mask>  Morgans appeal  <mask>  to exhaust administrative  <mask>  
GM: <mask>  abuse its discretion  <mask>  dismissing Morgans appeal  <mask>  to exhaust administrative <mask>  
PMI: Did the  <mask>  abuse its discre�on in dismissing  <mask>  appeal for failure to exhaust  <mask>  ?  
DM: <mask>  in dismissing Morgans  <mask>  to exhaust administrative  <mask> ?    

<mask>  in failing to allow Hertz to intervene as a pro se plaintiff ?                                            
<mask>  in awarding attorneys fees to moore in the  <mask>  12,560.37?  } Other sentences with the same 

co-occurring span

Figure 1: Comparison of various span masking algorithms in legal documents rich in emerging entities and case-specific facts.
RM stands for random masking, GM stands for GENIUS extreme masking (Guo et al., 2022a), PMI stands for PMI masking
(Levine et al., 2021) and DM stands for our proposed DALE masking. Unlike other masking algorithms that make a model learn
redundant knowledge through denoising entities or random tokens, our proposed masking formulation promotes learning of
broader legal knowledge and legalese by masking co-occurring spans that consistently provide high signals.

formal, technical, entity-rich and knowledge-rich
nature, along with semantically complex phrases.
Simply put, the task of training machines to “un-
derstand” legal language has proven to be non-
trivial (Katz et al., 2023). For quite some time,
researchers tried to teach models to solve complex
LLU problems through prior findings in NLU, e.g.,
pre-training LMs (Chalkidis et al., 2020). However,
this has come with varying success (Zheng et al.,
2021). Exploiting domain-specific characteristics
to build custom pre-training strategies has shown
better success (Nair and Modani, 2023; Chalkidis*
et al., 2023), and we emphasize that there is a simi-
lar need for all tasks in legal NLP.

Data Augmentation for Low-Resource NLP.
Data augmentation, both online (Guo et al., 2019;
Ng et al., 2020a; Sun et al., 2020; Kumar et al.,
2020; Guo, 2020; Sawhney et al., 2021) and offline
(Wei and Zou, 2019; Kumar et al., 2020; Zhou et al.,
2021; Kim et al., 2022; Guo et al., 2022a), has seen
great success in overcoming the data scarcity is-
sue in low-resource NLU tasks. While the former
employs techniques like latent space interpolation
or mixing, the latter is based on generating syn-
thetic data that can be augmented with the original
data to aid low-resource or few-shot learning (Chen
et al., 2023). However, though the data scarcity
issue is exacerbated in specialized domains like
legal, where annotation becomes prohibitively ex-
pensive (Yang et al., 2019), domain-specific data
augmentation techniques in literature are thin and
almost non-existent, especially for the legal domain.
Perçin et al. (2022) proposes the only legal domain-
specific approach for data augmentation. However,
they substitute phrases from the WordNet (Miller,
1995), failing to generate diverse augmentations
for legal text by only editing common natural lan-
guage phrases in the WordNet. For example, the

performance of back-translation (Yu et al., 2018)
is affected by the inability of machine-translation
systems to translate entity-rich and formal legal
language effectively. The work closest to ours is
Guo et al. (2022a) and Wang et al. (2022), where
the PLM is trained on a keyword-to-sentence re-
construction task. However, these systems rely on
unsupervised keyword discovery, which is naturally
biased towards rare entities prevalent in legal doc-
uments. Denoising entities are case- or document-
specific and would lead a model to learn redundant
knowledge by reconstructing the case-specific fact
around it, of which it has no prior knowledge. With-
out informed masking, a similar conclusion could
be made for other PLM-based approaches in litera-
ture (Kumar et al., 2020; Guo et al., 2022a).

3 Methodology

3.1 DALE Pre-training
Primary Goal. Our primary goal is to devise a
denoising-based seq-to-seq pre-training algorithm
crafted to favor our final objective, i.e., generating
diverse and coherent data augmentations. Sentence
denoising is better suited to our task (compared to
other methods like prompt- or instruction-tuning)
as it gives us better control over long-document
generations (explained further in Appendix E). The
type of knowledge acquired through denoising ob-
jectives has been seen to be highly dependent on
the masking algorithm (Sadeq et al., 2022). Thus,
to achieve our objective and devise a suitable mask-
ing algorithm, we first try to answer a question
crucial to the success of our approach: Which at-
tributes should an augmentation of a legal docu-
ment possess to be considered effective, enabling
improved generalization in downstream LLU tasks?
After conducting an analysis of legal documents,
we hypothesize that formal language used in the


