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Introduction

Compound nouns (CNs) combine two or more words to form a single noun with a 
new meaning (e.g., "paper towel", "full moon"). We focus on the type combining 
two nouns.

Understanding CNs involves deciphering the semantic relations between 
constituent nouns, a longstanding challenge in NLP.

Despite advances, the ability of VLMs like CLIP, trained with contrastive loss, to 
comprehend these semantic relations in CNs is poorly understood and 
underexplored.
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Main Contributions:

• Compun Benchmark: Introduced a new benchmark with 400 unique 
compound nouns paired with images to evaluate VLMs on text-to-image 
retrieval tasks. This tool challenges VLMs to distinguish between images of 
compound nouns and their constituent parts.

• In-depth Analysis: Conducted a comprehensive analysis of the CLIP model's 
performance on the Compun benchmark, providing insights into its 
limitations in interpreting compound nouns.

• Novel Framework for Improvement: Proposed an innovative framework that 
utilizes Large Language Models (LLMs) to generate diverse captions that 
include compound nouns. This method enhances VLMs' understanding of CNs, 
improving retrieval accuracy by incorporating contextually richer prompts.

• Performance Enhancement: Demonstrated signi�cant improvements in the 
interpretation of compound nouns by VLMs, with an increase of 8.25% in 
performance on the Compun benchmark using our method compared to 
existing techniques.

Prompt

Return a list of 5 diverse captions with a com- pound_noun in a photo. 
The captions should be a maximum of 10 words and one-liners. All 5 
captions should describe the compound noun in diverse settings with 
di�erent verbs and actions being performed with the com- pound 
noun. An example output for "chicken burger": [’Sizzling chicken 
burger grilling at a lively backyard BBQ.,’ ’Chef expertly �ip- ping a juicy 
chicken burger in a diner.’,’ Fam- ily enjoying homemade chicken 
burgers on a sunny picnic.’, ’Athlete fueling up with a protein-packed 
chicken burger post-workout.’, ’Friends sharing a chicken burger at a 
vibrant street festival.’]. Only return a list of strings and nothing else. 

Method

Evaluation Metric

Result & Analysis

Count of misclassi�ed instances by CLIP 
on Com- pun for three settings, either, 
both, and none. Section 6 de- scribes 
these settings. CLIP is more likely to 
retrieve a neg- ative when the positive 
image shows either constituent noun, 
highlighting CLIP’s limited 
understanding of attributed CNs.

Average CLIP similarity scores for correct 
predic- tions on Compun on three 
unique settings, either, both, and none. 
Section 6 describes these settings. High 
scores on the Compun benchmark are 
super�cial, and CLIP often wins by low 
similarity scores.

Comparison of our proposed version of CLIP with other baselines on the Compun 
benchmark. Our proposed method outperforms CLIP by 8.25% and OpenCLIP by 2.35%.

https://arxiv.org/pdf/2404.00419

https://github.com/sonalkum/Compun

P : The image illustrating the compound noun as a positive
N1, N2: The other 2 distractor images illustrating the compound noun as as negatives
C : The natural language prompt for the compound noun
s(.) : The standard cosine similarity, widely used for retrieval

Types of CN in Compun

CLIP Text
Encoder

CLIP Text
Encoder

A photo of {peanut butter}

Athlete scooping peanut butter for a pre-run
energy boost.
Kids giggling while making peanut butter cookies
in the kitchen.

Peanut butter jar joining a picnic basket for a
sunny day.
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Figure 2: Illustration of 3 types of CNs used in our study: Either Noun, Both Nouns and None. A brief explanation of the 3
types is provided in Section 6. 1. (left) An example of Either Noun, where earring looks like an ordinary ring but not like an ear,
and the noun ear just acts as an attribute that modifies the visual of a ring to an earring. 1. (right) An example of Either Noun,
where coffee grain looks like an ordinary grain but is modified by the noun coffee, which acts as an attribute. 2. An example of
None, where a cricket bat looks completely different from both cricket and bat. 3. An example of Both Nouns, where a snow
ball looks both like snow and ball.

has to be compared with. Finally, we choose the
image with the highest mean cosine similarity.

Our core hypothesis builds on existing work in
using language as an internal representation for
visual recognition, which creates an interpretable
bottleneck for computer vision tasks (Menon and
Vondrick, 2023; Pratt et al., 2023). Instead of query-
ing a VLM with just the compound noun, employ-
ing language enables us to compare to any words
flexibly. Since interpreting compound nouns is
easier when provided with proper context in exam-
ple sentences, getting exposed to diverse keywords
through examples makes the image with the com-
pound noun a strongly activating image while the
distractors are lowly activating. Taking an exam-
ple from Fig. 1, keywords like player and wooden
obtained through diverse captions make the origi-
nal image more activating than its distractors. Our
proposed method also improves performance on
benchmark text-to-image retrieval datasets, and we
provide additional results in Appendix A.2.

5 Experiments and Results

Baselines. For our baselines, we employ the orig-
inal CLIP (Radford et al., 2019), OpenCLIP (Il-
harco et al., 2021), ALIGN (Jia et al., 2021), AL-
BEF (Li et al., 2021), BLIP (Li et al., 2022a) and
MetaCLIP (Zhai et al., 2023). All these methods
are trained with contrastive learning on image-text
pairs. We also employ CLIP w/ desc (Menon and
Vondrick, 2023), which adds image descriptors to
the prompt for retrieval. Finally, we also ablate
with CLIP rev. where we switch the order of nouns
in the compound noun. We prompt GPT-4 with a

temperature of 0.1 and top-p of 1.
Results. Table 1 compares the performance of
various VLMs on the Compun benchmark. We
also perform a human evaluation on our bench-
mark using MTurk. While OpenCLIP achieves the
highest performance with simple template prompts,
our method improves OpenCLIP performance by
2.35%. Similarly, our method improves CLIP per-
formance by 8.24%. CLIP rev. leads to a 37.25%
drop in performance over CLIP, indicating that
CLIP has some understanding of the semantic rela-
tionship between the nouns. In the next section, we
make important conclusions regarding CLIP’s lim-
ited understanding of attributed compound nouns.

Model Text-to-Image Acc.

Human 96.25
Random 33.33

ALBEF (Li et al., 2021) 80.55
BLIP (Li et al., 2022a) 79.85
MetaCLIP (Xu et al., 2023) 81.35
CLIP (Radford et al., 2019) 78.25
CLIP rev. 41.00
CLIP w/ desc (Menon and Vondrick, 2023) 81.15
CLIP w/ examples (ours) 86.50
OpenCLIP (Ilharco et al., 2021) 83.90
OpenCLIP w/ examples (ours) 86.25

Table 1: Comparison of our proposed version of CLIP with
other baselines on the Compun benchmark. Our proposed
method outperforms CLIP by 8.25% and OpenCLIP by 2.35%.

6 Results Analysis

To perform an in-depth analysis of the results, we
first perform an MTurk study to divide all CNs
in Compun into 3 main categories as illustrated in
Fig. 2: 1.CNs that clearly show either of their con-
stituent nouns in the picture. In this case, one noun
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